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Abstract—In this paper the placement cost function in Field-
Programmable Gate-Arrays (FPGAs) is investigated. It is found
that the minimization of the traditional cost function does not
ensure the minimization of the critical path. This opens an
opportunity to investigate different cost functions. In the paper,
it is shown that using the routing algorithm as a cost function
improves the placement in the optimization of the final critical
path. It is also found that using this new cost function, a
genetic algorithm has advantages over the traditional simulated
annealing method.

I. INTRODUCTION

FPGAs [1] are configurable devices that can be used to im-
plement any digital hardware design. FPGAs typically contain
built-in hardwired processors, substantial amounts of SRAM
memory blocks, clock management systems and very fast
device-to-device board-level signaling technologies. FPGAs
are used in a wide variety of applications like data processing,
storage, instrumentation, network communications, or digital
signal processing.

A typical design flow for FPGAs consists of three major stages
[2]: circuit synthesis, design implementation, and FPGA bit-
stream upload. Here we are only interested in the second stage.
Specifically, the design implementation stage consists of four
steps: packing, placement, routing, and bit-stream generation.
One of the most critical steps is the placement, where the
specific location of each Configurable Logic Block (CLB) and
Input/Output (I/O) block on the target FPGA is determined.
Figure 1 shows an FPGA architecture with a placed circuit.
Finally, in this paper, we investigate how to improve the
placement quality.

This paper is organized as follows. In Section II, the placement
problem is presented. The alternatives of the FPGA placement
are presented in Section III. The methodology used for the
experiments is described in Section IV. Section V presents
the experimental results and their discussion. Finally, the last
section provides concluding remarks.

II. PLACEMENT PROBLEM IN FPGAS

In this paper, we are only interested in the problem of
placement. Although the problem of the best placement is NP-
hard [3], a placement solution (not necessarily optimal) can be
found always that the number of physical logic resources of
the FPGA is greater than the logic instances of the synthesized

LTI CT T T T TS
=l |« - =l

e

LB

LT TR DT

nujan] [anjan] [n/[nn] [on/fnn)

ooy S BN (oo

Placed Circuit

Fig. 1: FPGA Architecture showing a four CLBs and four I/O
Blocks placed circuit.

circuit.

One important goal for FPGA placement is to obtain a
configuration of CLBs that can be successfully interconnected
in a subsequent routing step. So, the evaluation of the best
placement is dependent of the routing architecture, and the
placement algorithm. From the designer’s point of view, the
problems related to the placement are: the high computa-
tional cost of the placement algorithm, a placement solution
for which a routing cannot be found, and a bad quality
of placement metrics (area, critical path delay, and power
consumption). The placement algorithm tries to optimize the
circuit performance (critical path), area (minimum array size
and routing resources), and power consumption of the FPGA.
As the critical path is one of the most important optimization
parameters, here we will focus on optimizing its value. The
critical path is defined as the maximum delay path between
all the logic paths from an input to an output.

We can find several methods to solve the placement problem of
FPGAs in the literature: simulated annealing (SA) [4] [5] [6]



[7], genetic algorithm (GA) [8] [9] [10] [11] [12] and, analytic
method [13] [14] [15] [16]. SA is the most used placement
method in FPGAs and it is used for some commercial FPGAs
[17]. Some studies (e.g. [12]) show no advantage in using GA
versus SA. It is also found in the literature (e.g. [18] [19] [13])
that SA outperforms analytical methods in the quality metrics
of FPGA placement.

On the other hand, the cost function of the placement al-
gorithm depends on the FPGA architecture and the desired
optimization. As one of the objectives of the FPGA placement
is to determine the FPGA routing, the wiring congestion (how
many tracks are used in one channel) is an important metric.
Therefore, the final cost function should have a wire cost
term [5]. Note that the configurable hardware resources to
perform the routing in an FPGA are fixed. In a 2-D array
FPGA (Figure 1), the tracks per channel are the configurable
wires that determine the routing [1]. In most of the cases, we
also want to minimize the circuit delays associated with the
placement. These delays can be modeled with a timing cost
term [6]. Therefore, the traditional cost function to optimize
the critical path has the form:

Costyire time = A - timing_cost + (1 — \) - wire_cost

ey
where timing_cost is a normalized time cost factor,
wire_cost is a normalized wiring cost factor, and A is a
trade-off parameter. An example of using the traditional cost
function is [6], where it is found that, in average, the best
compromise between wire congestion and critical path cost is
obtained for A = 0.5.
The extensive use of the traditional cost function by re-
searchers in the last twenty years allows us to think about
its validity. However, an open question is if this cost function
is accurate enough. We performed an experiment using the
VTR placement and routing tool [20] and the circuit s1238
from the MCNC benchmark [21]. Figure 2 shows the critical
path versus the cost function after routing is determined for
circuit s1238. This circuit was tested with different number of
iterations and using A = 0.5 and A = 1. To compare the results
obtained from the different runs, the same normalization
values were used. In particular, the normalization values are
chosen with the resulting wire_cost and timing_cost of the
first run. We can see in the mentioned figure that, given two
different cost values, if the former is smaller than the second,
the same order relation is not always guaranteed with the
respective critical path values. For example, in Figure 2(a),
a cost = 0.26 has associated in our experiment a critical
path of 4.44 ns. However, in another test, a cost = 0.33 has
associated a critical path of 4.36 ns. This indicates that if we
have a placement algorithm that optimizes the traditional cost
function, it will not necessarily optimize the critical path. We
repeated the same experiment with other two circuits (planet
and mm30a) from the MCNC benchmark. With these circuits,
we also observed the same behavior between the values of the
traditional cost function and final critical path.
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Fig. 2: Critical path obtained for different model cost, see eq.
(1), after routing and using the VTR’s tool in the s1238 circuit.
This experiments shows that a decrease in cost values does not
guarantee a decrease in the critical path.

III. NEW SOLUTIONS TO THE PLACEMENT PROBLEM

Nowadays, the increase of computation power opens the

possibility of using the routing algorithm directly as a cost
function. In this case, we extract the timing-driver routing
algorithm of the VTR tool and insert it as a function in our
placement algorithm. Every time that this function is called,
the placement and its associated structures are loaded. After
the routing is performed, this new cost function returns the
critical path to be used as a cost value. This algorithm is called
VTR with routing (VTR-R).
On the other hand, as the new cost function is a complex
algorithm, it will consume more execution time than the
traditional cost function. In this context, we investigate the
possibility of using a GA, instead of the traditional SA, in
order to try of reducing the number of cost function evaluations
needed to achieve the convergence. This new algorithm is
called genetic algorithm for routing (GA-R). Therefore, it will
be important to analyze how many times (evaluations) the
cost function is called during the execution of the placement
algorithm. The final number of evaluations of the cost function
in the SA algorithm is [22]:

Evalsa = (num_gen + 1) - num_blocks"*3  (2)



where num_gen is the number of generations, and
num_blocks is the number of blocks of the circuit. The
number of blocks includes the CLB blocks and I/O blocks.
The number of generations depends on the exit criterion. This
criterion is satisfied when 7°<0.005 - W where T
is the SA temperature and number_of_nets is the number of
nets of the circuit. The temperature update is carried out by
means of the expression Tye,, = « - T4, Where the « is a
parameter that depends of the new accepted CLB placements
per generation divided by the maximum number of blocks
movements [5].

As we can see from the eq. 2, the number of cost function
evaluations is not linear in relation to the number of blocks
in the circuit. On the other hand, in a GA, the number of
cost function evaluations (Fvalg 4) depends on the number of
generations (num_gen) and population size (pop_size), that
is, it is independent of the number of blocks of a circuit:

Fvalga = num_gen - pop_size 3)

Another advantage of GAs (though not explored in this paper)
is that they are easily parallelizable [23] [24]. The SA algo-
rithm used in [5] has only one thread, where a new solution
depends on the previous one. On the other hand, in a GA,
each individual of the population can be run independently
in a thread. For example, if we have a population of 100
individuals, we could run in parallel each individual in a
cluster of 100 cores. In this case, the execution time would
depend only of the number of generations (according to eq.
3). Note that a circuit with a large number of blocks will also
require a longer execution time, both with an SA and a GA,
because the routing is also much more complex.

IV. EXPERIMENTS METHODOLOGY

The FPGA architecture parameters used are shown in
Table I (refer to [22] for a detailed description of these
parameters). As the purpose of this paper is the study of
placement, we do not investigate the routing algorithm. So,
in our implementation we use a fixed channel width as it is
usual in FPGA placement investigations, e.g. [25]. The other
parameters are the default ones of the VIR tool and they
emulate the commercial Altera Stratix IV [26]. We use the
Wilton switch block type [27].

The characteristics of the circuits used can be seen in Table II.
These circuits are provided by the VIR framework in BLIF
format [28] and were mapped into CLBs blocks using the T-
VPack tool [29].

Note that the placement can be done for CLB and I/O blocks
or, alternatively, we can fix the placement for the I/O blocks (or
CLB blocks) and perform the placement only for CLB blocks
(or I/O blocks). In our experiments, to reduce complexity, we
fix the placement of the I/O blocks. The I/O blocks placement
file is obtained previously by making a placement with the SA
algorithm.

To obtain the correct critical path time, we perform the routing
step with the placement files coming from the SA algorithm.
The initial temperature of the SA is init_temperature = 20-

TABLE I: FPGA architecture parameters used in the experi-
ments.

Parameter H Description ‘ Value used
w Channel Width 200
N #BLE per CLB 10
K #Inputs BLE 6
L Segment distance of a track 4
Fein Ratio of tracks connected to an input 0.15
Feout Ratio of tracks connected to an output 0.1
Fs Switch block type 3 (Wilton)

TABLE II: Circuit characteristics and array size used for the
placement.

Circuit H LUTs ‘ FFs ‘ LB ‘ 1/0 ‘ Nets ‘ Array Size
styr 238 5 15 20 105 4x4
planet 266 6 17 27 127 5x5
s1238 292 18 18 29 148 5x5
vda 253 0 19 56 176 5x5
daio-rec 311 81 19 62 230 5x5
mm30a 294 90 21 64 230 5x5
ecc 291 109 | 22 26 178 5x5
ex4p 148 0 22 | 112 | 206 5x5
C2670 214 0 15 | 221 | 305 7x7
rot 242 0 17 | 242 | 293 8x8
x3 255 0 20 | 234 | 281 8x8
i7 103 0 11 | 266 | 266 9x9
frg2 347 0 26 | 282 | 342 9x9

std_dev, where the standard deviation, std_dew, is calculated
with the cost variation of moving blocks randomly. The cost
of the initial random placement is obtained from the first time
that the normalization cost is calculated. In the SA algorithm,
with the traditional cost function, we used A = 0.5. To find A,
we performed a set of tests with A going from 0 to 1, and we
found that A = 0.5 was the value with best final critical path.
Algorithm 1 shows our implementation of the GA-R. This
GA uses a tournament size of two individuals, a one-point
crossover operator, and a mutation operator based in CLB
permutations. In the GA, it is also necessary to set the number
of generations, and the probabilities of mutation (Pm) and
crossover (Pc). The number of generations was set to have a
better number of cost function evaluations than that obtained
with SA. The probabilities (Pm = 0.04 and Pc = 0.5)
were tuned by means of the Local Unimodal Sampling (LUS)
method [30], using the circuit s1238.

A workstation with two Intel E7 Xeon processors with 32GB
of RAM was used for the experiments.

For each circuit, each algorithm was run 30 times. To create
a different heuristic in each run, we changed the deterministic
random function of the VTR tool to a semi-random function
[31].



Algorithm 1 Genetic Algorithm (GA-R).

Input: circuit netlist, GA parameters, FPGA parameters
Output: placement netlist
1: load circuit and FPGA structure;

2: random placement;

3: calculate cost;

4: save best individual;

5: while not termination (number generations) do

6:  for all population do

7: select two random candidates from all population;
8: set parentl from best of two candidates;

9: select two random candidates from all population;
10: set parent2 from best of two candidates;

11: if uniform_random_probability(0,1) <P, then

12: cross parentl and parent2;

13: save new two children in new population;

14: else

15: copy parentl and parent2 in new population;
16: end if

17:  end for
18:  for all new population do

19: for each gen in chromosome do

20: if uniform_random_probability(0,1) <P, then
21: mutate gen;

22: end if

23: end for

24:  end for

25:  resolve location conflicts;

26:  calculate total cost;

27:  if best_new_population >best_old_population then

28: save best_new_population as best individual,

29:  else

30: replace worst in  new  population  with
best_old_population;

31:  end if

32: end while
33: save best placement;

V. EXPERIMENTAL RESULTS AND DISCUSSION

The results obtained by the algorithms VTR, VTR-R and
GA-R are shown in Table III. As it can be seen in the
mentioned table, the use of the new cost function (VTR-R
and GA-R) improves the average critical path in comparison
with the traditional cost function (VTR). This improvement is
obtained at the cost of an increase of the required execution
time, which is in the order of 10° or 106 higher. The critical
paths between VTR-R and GA-R are similar. But a noticeable
reduction in the execution time can be observed with GA-R
when this is compared with VTR-R.

In order to compare the experimental results from a statis-
tical point of view, we performed a nonparametric bootstrap
hypothesis test [32]. A nonparametric test was needed because
the data associated to each circuit rejected the null hypothesis
of normality (Shapiro-Wilk test [33]). The significance level

was set to o = 0.05. As it can be seen from the p-values
obtained in Table IV, the null hypothesis (there is no difference
between the two population means) is always rejected for all
the cases of VIR-R vs. VTR and GA-R vs. VTR. On the
other hand, the null hypothesis cannot be rejected in all the
cases of GA-R vs. VTR-R. Therefore, from the hypothesis
test results, we can say that there exists statistical evidence to
affirm that the critical path values obtained for VTR-R and
GA-R are better than those obtained for VTR. However, we
must assume similar critical path results between GA-R and
VTR-R.

Figure 3 shows an example of the convergence of two circuits
(planet and s1238). We can observe the typical random-walk
of the SA. This happens because the temperature parameter of
the SA forces the acceptance of placement solutions even with
worst cost. Looking at these graphics, we can ask if there is
not a possibility of stop the algorithm VTR-R before it reachs
the final iteration. As it can be seen in Figure 4, there is the
possibility of improving the critical path in the last iterations.
In the same figure, we can also see a behavior that illustrates
one of the typical problems with an SA algorithm: a good
critical path is found around the iteration 45, but because it is
possible to accept a placement solution worse than the current
one, the placement solution deteriorates. To solve this problem,
we could update and store the best solution obtained during
the search process and provide it as a solution if it is better
than the SA final solution.

Table V shows the cost function evaluations for the three
algorithms. The VTR-R algorithm needs more evaluations than
the VTR algorithm. This is because the termination criterion
of the VTR is fulfilled when not better placements are found.
Meanwhile the fine granularity of the cost function in VTR-R
reaches improvements in new generations. We can also see that
the number of evaluations in GA-R is a constant defined by eq.
3. Note that the GA-R needs fewer cost function evaluations
than VTR and VTR-R to get a better or similar result.

An open question is how perform the GA whether the tra-
ditional cost function is also used. The use of GAs with the
traditional cost function was investigated in [12]. In this paper,
the authors found that the results obtained by a GA are similar
to those obtained by an SA algorithm. These results are in line
with those obtained in [12]. As the number of cost function
evaluations in the SA can be higher than the GA, we can ask
if it is possible to get a better execution time using the GA
with the traditional cost function. However, some tests with
our GA showed that the answer to that question is negative.
This is because our GA was not optimized for execution time
and, additionally, the traditional cost function was designed
for working in an SA algorithm. For instance, the traditional
cost function has a normalization that it is keep constant for
several evaluations during a generation. This is not possible
with the GA. Another problem, already mentioned in section
II, is that the minimization of the traditional cost function
does not always guarantee a minimization of the critical path
(see Figure 2). This is not a big problem with the SA, where
the cost function is evaluated for one single CLB movement
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Fig. 3: Convergence of the best result of the planet and s1238 circuit. a) and d) show the evolution of the traditional cost
function value using SA (VTR). b) and e) show the evolution of the critical path of the VIR with the new cost function
(VTR-R). ¢) and f) show the evolution of the critical path average (brown) and the best critical path (blue) using the GA-R.

(an error in one cost function evaluation is compensated with
the next evaluation). On the other hand, with the GA, the
cost function is evaluated after several CLB movements (with
crossover and mutations). So, if the best individual is found
with a bad cost function prediction, it will pass to the next
generation and produce a wrong offspring.

Finally, it would have been interesting to compare the results
of the GA-R algorithm with other proposals that use the
routing as a cost function. However, as far as the authors know,
there are no such approaches in the literature. In addition, it
is difficult to make a fair comparison with other related works
because their objective to be optimized or the circuits used are
different from those used here.

VI. CONCLUSION AND FUTURE WORK

In this paper, we investigated the cost function of the
placement algorithm. We found that the minimization of the
traditional cost function used in the traditional SA algorithm
does not always produce a minimal critical path. To address

this problem, we proposed to use the routing algorithm as a
cost function. The experimental results showed that the quality
of the placement is improved using this new cost function
(VTR-R and GA-R). However, the observed drawback was a
longer required execution time. To reduce the execution time
with the new cost function, we proposed the use of a genetic
algorithm (GA-R). It was found that the GA-R improves
the execution time, maintaining a competitive critical path.
The new cost function will be useful in those cases where a
minimum critical path is needed.

While this paper has shown the benefits of using GA and
routing algorithm as a cost function, many possibilities are
still open to improve the results: (1) the inherent parallelism
of GAs can be exploited for improving the execution time;
(2) instead of using a fixed number of generations for GA-R,
a termination criterion depending on the convergence of the
algorithm, can be investigated; (3) a better routing algorithm as
a cost function can be investigated (instead of the default one
used in this work); and (4) in order to improve the placement



TABLE III: Experimental results for critical path and execution time averaged over 30 runs. SD = Standard Deviation, A
and Ao shows the critical path’s difference between the VTR with VTR-R and GA-R respectively, A;; and A;s shows the
execution time’s difference between the VTR with VTR-R and GA-R respectively.

Crit.Path(ns) Exec.Time(sec)
Circuit || VIR £SD [ VIRR +SD [ Acy% | GAR£SD | Asp% | VIRESD [ VIRRESD [ Au% | GARESD | Ap%
styr 308+ 0.16 | 2714002 | -11.71 | 2724002 | -11.62 | 037 4 0.05 1853 + 377 4.98E5 | 1365 4+ 110 | 3.67E5
planet 2854008 | 2594002 | 926 | 260+ 002 | -883 | 0.654 0.05 5031 + 1127 | 7.78E5 | 3592 + 328 | 5.55E5
1238 444 £009 | 411 +£002 | 746 | 4114003 | -7.45 171 + 0.62 5906 + 1510 | 3.43E5 | 3969 + 310 | 2.31ES
vda 3244006 | 296+ 003 | -865 | 297 +£003 | -8.56 1.85 + 0.78 8977 + 1720 | 4.84E5 | 6318 + 968 | 3.41E5
daio-rec || 3.97 £ 0.08 | 347 £0.02 | -12.62 | 349 £ 0.03 | -1223 | 0.95 + 0.04 11960 + 750 | 1.26E6 | 3161 + 134 | 3.34E5
mm30a || 13.16 + 0.13 | 1247 £0.03 | -525 | 1250 +0.04 | -5.02 | 0.98 + 0.05 11802 #+ 1390 | 1.20E6 | 3395 + 121 | 3.46E5
ecc 301 £0.07 | 2754003 | -879 | 2754003 | -881 0.78 & 0.03 8617 & 2051 1.10B6 | 5902 + 897 | 7.55E5
exdp 2744004 | 260+002 | -503 | 264+003 | -3.67 | 3354085 25236 + 7181 | 7.54E5 | 6536 + 1713 | 1.95ES
C2670 || 374 £008 | 341 +£003 | -879 | 3534007 | -570 | 12.12+ 874 | 90184 + 20692 | 7.44E5 | 9199 + 2173 | 7.58E4
rot 3784003 | 3574004 | -586 | 3594006 | -477 | 1542 4+ 10.06 | 137549 4 23390 | 8.92E5 | 11470 + 3230 | 7.43E4
X3 256 +0.00 | 2234003 | -13.01 | 2204002 | -1401 | 11.52 4+ 3.13 | 170177 4 10699 | 1.48E6 | 12311 4 2171 | 3.41E5
i7 1934000 | 1.67 001 | -13.39 | 1.66 £ 0.01 | -13.79 | 19.81 & 4.38 | 241126 + 15327 | 1.22E6 | 11180 £ 2942 | 5.63E4
frg2 3312001 | 3.004£003 | -928 | 3.14 £ 005 | -494 | 14.68 & 2.17 | 258359 & 18465 | 1.76E6 | 12229 + 4328 | 8.32E4
TABLE IV: Results of the nonparametric Bootstrap hypothesis
test (p-values).
Circuit [| VTR-R vs. VIR [ GAR vs. VIR | GA-R vs. VTR-R
styr 0.0001 0.0001 0.6991
I planet 0.0001 0.0001 0.1104
& 51238 0.0001 0.0001 1
< vda 0.0001 0.0001 1
@ ic daio-rec 0.0001 0.0001 0.0594
E <t mm30a 0.0001 0.0001 0.0645
L ecc 0.0001 0.0001 1
TR exdp 0.0001 0.0001 1
-E 2] C2670 0.0001 0.0001 1
Q- 3 rot 0.0001 0.0001 1
o x3 0.0001 0.0001 1
2 i7 0.0001 0.0001 1
il frg2 0.0001 0.0001 1
o
T T | | | T
0 20 40 60 80 100 120
[3] N. A. Sherwani, Algorithms for VLSI physical design automation.
lteration Springer Science & Business Media, 2012.

Fig. 4: Convergence of a s1238 circuit with SA with the new
cost function (VTR-R). The main critical path optimization
is done in half of the iterations, at the end there is a small
improvement in the critical path.

quality, the routing parameters (e.g. routing effort, number of
tracks, etc.) can also be investigated.
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